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Isambard system specification
• 10,752 Armv8 cores (168n x 2s x 32c)

• Marvell ThunderX2 32core 2.1à2.5GHz
• Cray XC50 ‘Scout’ form factor
• High-speed Aries interconnect
• Cray HPC optimised software stack

• Compiler, MPI, math libraries, tools, …
• Phase 2 (the Arm part):

• Accepted Nov 9th 2018
• Upgrade to final B2 TX2 silicon, firmware, CPE 

completed March 15th 2019
• Production service May 28th 2019

• >230 registered users, ~80 of whom are 
from outside the consortium



HPE Catalyst system specification

• 4,096 Armv8 cores (64n x 2s x 32c)
• Marvell ThunderX2 32core 2.2GHz

• HPE Apollo 70 form factor
• 100Gbps Infiniband interconnect
• Open Source software stack

• Compilers from Arm, GNU
• Most users from Bristol today

HPE Apollo 70 System
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Specification HPE Apollo 70 System
Processor Cavium 64-bit Armv8-A ThunderX2™

CPU configurations 2 processors; up to 32 cores; up to 2.2 GHz

Memory
DDR4-2667 DIMM Support
16 DIMM slots; up to 512 GB per node

Drive Bays 8 LFF HDD/SSD
2 internal 2280 M.2 per node; up to 960GB/SSD

I/O

Single-port Mellanox CX-5 100 Gb/s VPI Adaptor
(InfiniBand or Ethernet)
Dual-port SFP+ 10GbE Mellanox CX4 LOM
Single Port RJ-45 1GbE NIC (BMC/IPMI)
USB, VGA, UART

Expandability via 2U option Up to 2 GPU or single additional PCIe (x16)

Infrastructure management IPMI.2.0 Compliant

Power Supply Dual 1600W (hot plug)

Warranty 3 years (support, parts & labor)

V1.2

Up to 4 servers in 2U

Andy Warner for GoingArm @ ISC18

Catalyst UK

Andy Warner for GoingArm @ ISC18 V1.2 4

Program Collaborators Program Partners
Edinburgh: WRF, OpenFOAM, 
Rolls Royce Hydra optimization.

Leicester: Data-intensive apps, 
genomics, MOAB Torque, 
DiRAC collaboration

Bristol: VASP, CASTEP, 
Gromacs, CP2K, Unified Model, 
Hydra, NAMD, Oasis, NEMO, 
OpenIFS, CASINO, LAMMPSv

HPE: Apollo70, HPE MPI, 
HPE Performance Cluster 
Manager, support, program 
management.

SUSE: SLES12, SUSE 
Enterprse Storage, 
OpenStack.

Arm: Arm Allinea Studio, 
MAP & DDT
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Isambard’s core mission: enabling Arm for production HPC
Initial focus on most heavily used codes on Archer, (#1 in UK)
• VASP, CASTEP, GROMACS, CP2K, UM,

HYDRA, NAMD, Oasis, SBLI, NEMO
• Note: most of these codes are written in FORTRAN
Additional important codes for project partners:
• OpenFOAM, OpenIFS, WRF, CASINO, LAMMPS, …
RED = codes optimised at the first Isambard hackathon
BLUE = codes optimised at the second hackathon



BDW 22c Intel Broadwell E5-2699 v4, $4,560 each (near top-bin)
SKL 20c Intel Skylake Gold 6148, $3,078 each
SKL 28c Intel Skylake Platinum 8176, $8,719 each (near top-bin)
TX2 32c Cavium ThunderX2, $1,795 each (near top-bin)
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Processor Cores Clock TDP FP64 Bandwidth
speed Watts TFLOP/s GB/s
GHz

Broadwell 2⇥ 22 2.2 145 1.55 154
Skylake Gold 2⇥ 20 2.4 150 3.07 256
Skylake Platinum 2⇥ 28 2.1 165 3.76 256
ThunderX2 2⇥ 32 2.1 (2.5) 175 1.28 320

TABLE 1 Hardware information (peak �gures)
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FIGURE 2 Comparison of properties of Broadwell 22c, Skylake 28c and ThunderX2 32c. Results are normalized to Broadwell.

There are several important characteristics that are worthy of note. First, the wider vectors in the x86 CPUs give them a signi�cant peak �oating-
point advantage over ThunderX2. Second, wider vectors also require wider datapaths into the lower levels of the cache hierarchy. This results in
the x86 CPUs having an L1 cache bandwidth advantage, but we see the advantage reducing as we go up the cache levels, until once at external
memory, it is ThunderX2 which has the advantage, due to its greater number of memory channels. Third, as seen in most benchmark studies in
recent years, dynamic voltage and frequency scaling (DVFS) makes it harder to reason about the percentage of peak performance that is being
achieved. For example, while measuring the cache bandwidth results shown in Figure 2 , we observed that our Broadwell 22c parts consistently
increased their clock speed from a base of 2.2 GHz up to 2.6 GHz. In contrast, our Skylake 28c parts consistently decreased their clock speed from
a base of 2.1 GHz down to 1.9 GHz, a 10% reduction in clock speed. By comparison, during all our tests, Isambard’s ThunderX2 CPUs ran at a
consistent 2.5 GHz, their turbo speed, which was 19% faster than their base clock speed of 2.1GHz. At the actual, measured clock speeds, the
fraction of theoretical peak bandwidth achieved at L1 for Broadwell 22c, Skylake 28c, and ThunderX2 32c, was 57%, 55%, and 58%, respectively.

To evaluate the state of the software ecosystem for Arm, we used all three compiler families available to us: GCC, the LLVM-based Arm HPC
Compiler, and Cray’s CCE. The Isambard node-level performance paper at CUG 2018was the �rst study to date that has compared all three of these
compilers targeting Arm1. Likewise for the Intel processors, we used GCC, the Intel compilers, and Cray’s CCE. For benchmarks that make use of
BLAS and FFT routines, we also compared the di�erence between Cray’s LibSci, FFTW, and the Arm Performance Libraries. For each benchmark,
the toolchain that achieved the highest performance for the largest node count was used in the results graphs displayed below (see Table 2 ). It



Previously published Isambard single node performance

Comparative Benchmarking of the First Generation of HPC-Optimised Arm Processors on Isambard 
S. McIntosh-Smith, J. Price, T. Deakin and A. Poenaru, CUG 2018, Stockholm



GROMACS (42 million atoms, ARCHER benchmark)

http://gw4.ac.uk/isambard/

Parallel efficiencyRelative performance

Scaling Results From the First Generation of Arm-based Supercomputers 
S. McIntosh-Smith, J. Price, A. Poenaru and T. Deakin, CUG 2019, Montreal
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handwrite vectorised code using compiler intrinsics in order to ensure an optimal sequence of these operations15. For each supported platform,
computation is packed so that it saturates the native vector length of the platform, e.g. 256 bits for AVX2, 512 bits for AVX-512, and so on. For
this study, we used a 42 million atom test case from the ARCHER benchmark suite16, running for 800 timesteps. On the ThunderX2 processors,
we used the 128-bit ARM_NEON_ASIMD vector implementation, which is the closest match for the underlying Armv8.1-A architecture. We note that,
within GROMACS, this NEON SIMD implementation is not as mature as the SIMD implementations targeting x86.

FIGURE 6 GROMACS scaling results up to 32 nodes

(a) Relative performance (b) Scaling e�ciency

Figure 6 a shows that at low node counts, GROMACS performance for this benchmark correlates to �oating-point throughput and L1 cache
bandwidth. At two nodes, Skylake Platinum is 1.62⇥ faster than Broadwell, while Isambard is 1.22⇥ slower. The Catalyst system is even slower
again, due to the lower clock speeds delivering less cache bandwidth and lower FLOP/s. As the node count increases, the performance becomes
increasingly a�ected by communication costs. Figure 6 b shows that the scaling e�ciency drops to below 60% for Skylake Platinum at 32 nodes,
with MPI communications accounting for 72% of the total runtime. Since the node-level performance is lower, Isambard is able to achieve a scaling
e�ciency of 90% for 32 nodes, and Catalyst reaches close to 100%. As a result of this, Isambard achieves performance almost on par with the
Skylake Gold SKU at 64 nodes, making up for the lower �oating-point throughput and cache bandwidth.

4.3.2 OpenFOAM
OpenFOAM was originally developed as an alternative to early simulation engines written in Fortran, and is a modular C++ framework aiming to
simplify writing custom computational �uid dynamics (CFD) solvers17. In this paper, we use the simpleFoam solver for incompressible, turbulent
�ow from version 1712 of OpenFOAM7, the most recent release at the time we began benchmarking the Isambard system. The input case is
based on the RANS DrivAer generic car model, which is a representative case of real aerodynamics simulation and thus should provide meaningful
insight of the benchmarked platforms’ performance18. The decomposed grid consists of approximately 64 million cells. OpenFOAM is memory
bandwidth–bound, at least at low node counts.

The OpenFOAM results shown in Figure 7 a start o� following the STREAM behaviour of the three platforms closely, con�rming that memory
bandwidth is the main factor that in�uences performance at low node counts. With its eight memory channels, ThunderX2 yields the fastest result,
at 1.83⇥ the Broadwell performance on four nodes, compared to 1.57⇥ and 1.59⇥ on Skylake 20c and 28c, respectively. At higher node counts,
other factors come into play, where in Figure 7 b we see Broadwell scaling the best of all the platforms, Skylake also maintaining good scaling, and
the ThunderX2 systems scaling the least well, with parallel e�ciency dropping to below 85%. We suspect that, as with TeaLeaf, the lower cache
bandwidths on the ThunderX2 processors limit their ability to realise a super-linear speed-up for kernels that begin to work out of cache, impacting
overall scalability compared to the x86 systems.

7https://www.openfoam.com/download/install-source.php



OpenSBLI (10243, ARCHER benchmark)

http://gw4.ac.uk/isambard/

Parallel efficiencyRelative performance
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FIGURE 7 OpenFOAM scaling results up to 32 nodes

(a) Relative performance (b) Scaling e�ciency

4.3.3 OpenSBLI
OpenSBLI is a grid-based �nite di�erence solver8 used to solve compressible Navier-Stokes equations for shock-boundary layer interactions. The
code uses Python to automatically generate code to solve the equations expressed in mathematical Einstein notation, and uses the Oxford Parallel
Structured (OPS) software for parallelism. As a structured grid code, it should be memory bandwidth–bound under the Roo�ine model, with low
computational intensity from the �nite di�erence approximation. We used the ARCHER benchmark for this paper9, which solves a Taylor-Green
vortex on a grid of 1024⇥ 1024⇥ 1024 cells (around a billion cells). On each system we ran with one MPI rank per core, without using SMT.

FIGURE 8 OpenSBLI scaling results up to 32 nodes

(a) Relative performance (b) Scaling e�ciency

The scaling e�ciency for OpenSBLI, shown in Figure 8 b, is similar across the four systems tested. At low node counts, performance of the
OpenSBLI benchmark is dominated by bandwidth to DRAM and L3 cache. The Catalyst system is the faster at four nodes, at around 1.7X faster
than Broadwell and a few percent faster than Skylake Platinum (see Figure 8 a). Isambard, however, is around 15% slower than Catalyst, which we

8https://opensbli.github.io
9http://www.archer.ac.uk/community/benchmarks/archer/



VASP (PdO, 1392 atoms)
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attribute to the SMT settings; since this benchmark only uses a single hardware thread per core, with 4-way SMT enabled Isambard is unable to
make use of some resources which are statically partitioned between hardware threads (such as physical registers). Each system sustains e�ciency
above 85% up to 32 nodes with the exception of Catalyst, for which the higher performance at low node counts leads to slightly lower e�ciency
at 32 nodes, though it is still above 80%.

4.3.4 VASP
The Vienna Ab initio Simulation Package10 (VASP) is used to model materials at the atomic scale, in particular performing electronic structure
calculations and quantum-mechanical molecular dynamics. It solves the N-body Schrödinger equation using a variety of solution techniques. VASP
includes a signi�cant number of settings which a�ect performance, from domain decomposition options to maths library parameters. Previous
investigations have found that VASP is bound by �oating-point compute performance at scales of up to a few hundred cores. For bigger sizes,
its heavy use of MPI collectives begins to dominate, and the application becomes bound by communication latency19. The benchmark utilised is
known as PdO, because it simulates a slab of palladium oxide. It consists of 1392 atoms, and is based on a benchmark that was originally designed
by one of VASP’s developers, who found that (on a single node) the benchmark is mostly compute-bound; however, there exist a few methods that
bene�t from increased memory bandwidth20. We ran with one MPI rank per core, without using SMT. We tuned the value of NCORE, a parameter
which describes the parallel decomposition, for 16 nodes on each platform separately.

FIGURE 9 VASP scaling results up to 16 nodes

(a) Relative performance (b) Scaling e�ciency

The scaling e�ciency for VASP, shown in Figure 9 b, is similar across the four systems tested. At 16 nodes, the ThunderX2 and Skylake systems
are all below 60% e�ciency, with up to half of the total runtime consumed by the MPI communication. The remainder of the runtime is split
between DGEMM and 3D-FFT routines, which favour the higher �oating-point throughput and cache bandwidth of the x86 processors with their
wider vector units. The net result (shown in Figure 9 a) is that, at 16 nodes, Isambard is a 1.29⇥ slower than the Broadwell system, and 1.62�1.66⇥
slower than the Skylake systems.

4.4 Performance Summary

Overall, the results presented in this section demonstrate that the Arm-based Marvell ThunderX2 processors are able to execute a wide range
of important scienti�c computing workloads with performance that is competitive with state-of-the-art x86 o�erings. At lower node counts,
the ThunderX2 processors can provide signi�cant performance improvements when an application’s performance is limited by external memory
bandwidth, but are slower in cases where codes are compute-bound. At higher node counts, the di�erences between node-level peak bandwidth or
FLOP/s becomes less signi�cant, with often the network becoming the limiting factor. Given that, by design, four of the systems in our comparison

10http://www.vasp.at



OpenFOAM (RANS DrivAer, ~64 million cells)
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FIGURE 7 OpenFOAM scaling results up to 32 nodes

(a) Relative performance (b) Scaling e�ciency

4.3.3 OpenSBLI
OpenSBLI is a grid-based �nite di�erence solver8 used to solve compressible Navier-Stokes equations for shock-boundary layer interactions. The
code uses Python to automatically generate code to solve the equations expressed in mathematical Einstein notation, and uses the Oxford Parallel
Structured (OPS) software for parallelism. As a structured grid code, it should be memory bandwidth–bound under the Roo�ine model, with low
computational intensity from the �nite di�erence approximation. We used the ARCHER benchmark for this paper9, which solves a Taylor-Green
vortex on a grid of 1024⇥ 1024⇥ 1024 cells (around a billion cells). On each system we ran with one MPI rank per core, without using SMT.

FIGURE 8 OpenSBLI scaling results up to 32 nodes

(a) Relative performance (b) Scaling e�ciency

The scaling e�ciency for OpenSBLI, shown in Figure 8 b, is similar across the four systems tested. At low node counts, performance of the
OpenSBLI benchmark is dominated by bandwidth to DRAM and L3 cache. The Catalyst system is the faster at four nodes, at around 1.7X faster
than Broadwell and a few percent faster than Skylake Platinum (see Figure 8 a). Isambard, however, is around 15% slower than Catalyst, which we

8https://opensbli.github.io
9http://www.archer.ac.uk/community/benchmarks/archer/



Which 
compiler 

was fastest* 
on each 
code?
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Benchmark Broadwell Skylake Isambard Catalyst

CloverLeaf Intel 2019 Intel 2019 CCE 9.0 Arm 19.0
TeaLeaf Intel 2019 Intel 2019 GCC 8.3 Arm 19.0
SNAP Intel 2019 Intel 2019 CCE 9.0 GCC 8.2

GROMACS GCC 8.3 GCC 8.3 Arm 19.2 GCC 8.2
OpenFOAM GCC 7.3 GCC 7.3 GCC 7.3 GCC 7.1
OpenSBLI CCE 9.0 GCC 8.3 GCC 8.3 GCC 8.2
VASP Intel 2019 Intel 2019 GCC 7.3 -

TABLE 2 Best performing compilers determined during benchmarking

are Aries-based XC machines, one would expect to see performance between the systems converge, and this is indeed what we observe in most
cases. For the codes where we observed that the Arm-based systems do not scale as well as the x86-based ones, such as TeaLeaf and OpenFOAM,
we believe the lower cache bandwidth on the ThunderX2 CPUs is contributing to the lower performance (as strong-scaled workloads start �tting
into the cache hierarcy), and this is something we expect to see addressed with future generations of Arm-based processors. The important
conclusion is that Arm-based supercomputers can perform as well as x86-based ones at scale. The fact that the Arm-based processors may be
signi�cantly more cost e�ective than x86-based ones therefore makes them an attractive option.

4.5 Toolchain comparison

FIGURE 10 E�ciency of di�erent compilers running on Isambard. The BUILD and CRASH labels denote con�gurations that either failed to build or
crashed at runtime, respectively. A * indicates the use of GCC 7.3, due to build failures with GCC 8.3.

Figure 10 compares the latest available versions of the three compilers on Isambard, normalised to the best performance observed for each
benchmark, running on 32 nodes (16 for VASP). There are three cases that fail to build: OpenFOAM with CCE 9.0, and VASP with Arm 19.2 and
CCE 9.0. It is worth noting that none of these issues appear to be speci�c to Arm platforms; CCE 9.0 fails to build OpenFOAM and VASP on x86
systems as well, and the Flang frontend from which the Arm 19.2 Fortran compiler is derived also fails to build VASP. GCC 8 raises syntax errors
in both OpenFOAM and VASP, indicating that these build failures may be issues with the applications rather than compiler bugs. In addition, the
Arm 19.2 build of SNAP crashes at runtime, the exact cause of which is still under investigation.

The largest performance di�erence between compilers is observed with SNAP, for which performance depends heavily on e�cienct vectori-
sation of a fairly complex kernel. The Cray compiler yields a 1.7X improvement over GCC here, giving an advantage to Isambard over the HPE
Catalyst system as noted in Section 4.2.3. Conversely, GCC provides a 15% improvement over CCE for TeaLeaf, generating more e�cient code

https://github.com/UoB-HPC/benchmarks

* Fastest when running across 32 nodes using all cores.

https://github.com/UoB-HPC/benchmarks
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of compilers 
on Isambard

https://github.com/UoB-HPC/benchmarks

https://github.com/UoB-HPC/benchmarks


Conclusions
• Arm-based supercomputers are now in production, doing real 

science
• Available from multiple vendors
• Solid, robust software toolchains from multiple vendors

• Both open source and commercial

• Arm-based systems scale just as well as x86 ones
• Arm-based systems are real alternatives for HPC, reintroducing 

much needed competition to the market



For more information

Comparative Benchmarking of the First Generation of HPC-Optimised Arm Processors on Isambard 
S. McIntosh-Smith, J. Price, T. Deakin and A. Poenaru, CUG 2018, Stockholm

http://uob-hpc.github.io/2018/05/23/CUG18.html

Scaling Results From the First Generation of Arm-based Supercomputers 
S. McIntosh-Smith, J. Price, A. Poenaru and T. Deakin, CUG 2019, Montreal (Best Paper)

http://uob-hpc.github.io/2019/06/07/CUG19.html

Bristol HPC group: https://uob-hpc.github.io/
Isambard: http://gw4.ac.uk/isambard/
Build and run scripts: https://github.com/UoB-HPC/benchmarks

http://uob-hpc.github.io/2018/05/23/CUG18.html
http://uob-hpc.github.io/2019/06/07/CUG19.html
https://uob-hpc.github.io/
http://gw4.ac.uk/isambard/
https://github.com/UoB-HPC/benchmarks

